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There are many open questions surrounding the characterisation of groups with context-sensitive
word problem. Only in 2018 was it shown that finitely generated virtually Abelian groups are multi-
ple context-free, and it is a long standing open question where to place the hyperbolic groups in the
formal language hierarchy. In this paper we introduce a new language class, the parallel hyperedge
replacement string languages, generalising the multiple context-free and ET0L languages, and lay
down the foundations for future work that may be able to place the hyperbolic groups in this class.

1 Introduction

In general, the word problem is the question that asks whenever two strings represent the same element
in some structure. In the case of groups, this is the equivalent to asking if a single string is equivalent
to the identity, since if u, v are strings, then they are equal in a group if and only if uv−1 is equal to
the identity in the group. Thus, given a group presentation 〈X | R〉 for a group G, the word problem is
equivalent to the membership problem for the string language WPX(G) = {w ∈ (X ∪X−1)∗ | w =G 1G}.

A natural question to ask is how hard is the word problem, in general, and for specific families
of groups. Unsurprisingly, both the universal word problem and the word problem are undecidable in
general, even for finite presentations [15]. It is elementary that a presentation defines a finite group if and
only if it admits a regular word problem [2], and defines a finitely generated virtually free group if and
only if it admits a deterministic context-free word problem if and only if it admits a context-free word
problem [13]. In 2015, a major breakthrough of Salvati was published, showing that the word problem
of Z2 is a multiple context-free (MCF) language [19, 18], and in 2018, Ho extended this result showing
that all finitely generated virtually Abelian groups admit MCF word problems [10]. This is exciting
because the MCF languages are exactly the string languages of hyperedge replacement grammars, which
are strictly contained in the context-sensitive string languages [6, 20]. It remains an open problem as
to which other families of groups admit MCF word problems, however we do at least know that the
fundamental group of a hyperbolic three-manifold does not admit a MCF word problem [7].

There are of course, lots of other well-behaved language classes sitting in between the context-free
and context-sensitive classes, such as the indexed languages [1] or the subclass of ET0L languages [17].
It is not known if there are any groups with indexed word problems other than the virtually free groups,
although it has been shown this is the case for a strict subclass of the indexed languages not contained in
ET0L [8]. In particular, we don’t know if any hyperbolic groups have ET0L word problems [4] (other
than the virtually free groups), such as the fundamental group of the double torus. It has been conjectured
that all ET0L group languages are only admitted by virtually free groups. We show the (group) language
hierarchy below, where necessarily strict inclusion uses a solid line, GP denotes the class of all group
languages (the class of word problems of all finitely generated groups).
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Figure 1: Known Formal Language Hierarchies

The aim of this paper is to lay the foundations for another language class, combining the ideas from
ET0L and hyperedge replacement grammars to yield a genuinely new language class: the parallel hy-
peredge replacement string (PHRS) languages, strictly containing the MCF and ET0L languages. While
parallel hyperedge replacement has been considered before [9, 12], the work is not extensive and does
not consider rational control or string generational power. Ultimately, our hope is that we might, one
day, be able to place the hyperbolic groups within this class. Note that knowledge of (geometric) group
theory is not required to read and understand this paper - it is purely motivational!

We summarise the string language hierarchy below, with what we know from results, previous and
from this paper, and also how we conjecture the hierarchy collapses when we restrict to group languages.
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Figure 2: New Formal Language Hierarchies

2 Preliminaries

This section is mostly based on the survey [5]. A signature is a pair C = (Σ, type) where Σ is some finite
alphabet (we only consider finite alphabets in this paper, but the definition works, in principle, without
this restriction), called the label set, and type : Σ→N is a typing function which assigns to each label an
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arity called its type. For the rest of paper, we will assume some arbitrary but fixed signature C = (Σ, type).
We also denote by seq(X) (iseq(X)) all finite sequences (finite injective sequences) on a set X .

An n-hypergraph is a tuple H = (VH ,EH ,attH , labH ,extH) where: VH is a finite set of nodes; EH

is a finite set of hyperedges; attH : EH → seq(VH) is the attachment function; labH : EH → Σ is the
labelling function; extH : iseq(VH) are the external nodes; such that labelling is compatible with typing
(type◦ labH = |·|◦attH) and n is the type of H, where in an abuse of notation, we write type(H) := |extH |.
We also define typeH : EH → N by typeH := type◦ labH , and for all e ∈ EH , whenever m = typeH(e) we
call e an m-hyperedge, and call a hyperedge e ∈ EH proper whenever attH(e) is injective. The class of all
hypergraphs over C is denoted HC , and G,H ∈ HC are isomorphic (G∼= H) if there is a pair of bijective
functions (gV :VG→VH ,gE : EG→EH) such that attH ◦gE = g∗V ◦attG; labH ◦gE = labG; gV ◦extG = extH .

Given a string w ∈ Σ+ of length n, its string graph is w• = ({v0, . . . ,vn},{e1, . . . ,en}),att, lab,v0vn)
such that att(ei) = vi−1vi and lab(ei) = w(i) for all 1 ≤ i ≤ n. We call v0, begin, and vn, end. We
denote the class of all string graphs over C by SC . We also use the superscript bullet to denote the
“handle” of a label. If X ∈ Σ is of type n, then the handle of X is the hypergraph X• = ({v1, . . . ,vn},{e},
att, lab,v1 · · ·vn) such that att(e) = v1 · · ·vn and lab(e) = X . Note that these two definitions coincide for a
type 2 label, considered either as a label or as a string of length 1, thus there can be no confusion.

Let H ∈ HC be a hypergraph and B ⊆ EH be a set of hyperedges. Then σ : B→ HC is called a
replacement function if type◦σ = typeH |B. The replacement of B in H using σ is denoted by H[σ ], and
is the hypergraph obtained from H by: removing B from EH ; disjointly adding the nodes and hyperedges
of σ(e), for each e ∈ B; identifying the i-th external node of σ(e) with the i-th attachment node of e, for
each e ∈ B and i ∈ typeH(e), where λ = {1, . . . ,λ} for any λ ∈ N. The external nodes of H[σ ] remain
exactly those of H. All hyperedges keep their original attachments and labels.

If H ∈ HC , B ⊆ EH and σ : B→HC , then H[σ ] exists exactly when σ is a replacement function,
and is unique up to isomorphism. Moreover, nodes of H are never deleted or merged. If H ∈ HC ,
B = {e1, . . . ,en} ⊆ EH , σ : B→HC be a replacement function, and Ri = σ(ei) for all i ∈ n. Then we
write H[e1/R1, . . . ,en/Rn] in place of H[σ ].

Let N ⊆ Σ be a set of non-terminals. A rule (or production) over N is a pair p = (L,R) with L ∈ N,
R∈HC , and type(L) = type(R). Given H ∈HC andR a set of rules, if e∈ EH and (labH(e),R)∈R, then
we say that H directly derives H ′ ∼= H[e/R] (using R), and write H⇒R H ′. For a given e and choice of
rule, H ′ is unique up to isomorphism. Clearly this is a binary relation onHC . We say H ∈HC derives H ′

if there is a sequence H⇒R H1⇒R · · · ⇒R Hk ∼= H ′ for some k ∈ N. We write H⇒k
R H ′ or H⇒∗R H ′.

A hyperedge replacement grammar of order k (k-HR grammar) is a system G = (C,N,S,R) where:
C = (Σ, type) is a signature; N ⊆ Σ is the set of non-terminal labels; S ∈ N is the start symbol; R is
a finite set of rules over N; with max({type(R) | (L,R) ∈ R}) ≤ k. We call Σ \N the terminal labels.
The language generated G is L(G) = {H ∈ HC | S•⇒∗R H with lab−1

H (N) = /0} ⊆ HC . L ⊆HC is called
a hyperedge replacement language of order k (k-HR language) if there is a k-HR grammar such that
L(G) = L. The class of HR languages is the union of all k-HR languages for k ∈ N.

Theorem 2.1 (Context-Freeness Lemma [5]). Let R be a finite set of rules over N, and H ∈HC , X ∈ N
and k ∈ N. Then there is a derivation X•⇒k+1 H if and only if there is a rule (X ,R) ∈R and a mapping
σ : lab−1

R (N)→HC with H = R[σ ] such that: ∀e ∈ lab−1
R (N), labR(e)•⇒k(e); ∑e∈lab−1

R (N) k(e) = k.

Theorem 2.2 (Linear-Growth Theorem [5]). Given an infinite HR language L, there exists an infinite
sequence of hypergraphs in L, say H0,H1,H2, . . . and constants c,d ∈ N with c+d ≥ 1, such that for all
i ∈ N, |VHi+1 |= |VHi |+ c and |EHi+1 |= |EHi |+d.

The partial function that takes a hypergraph, and if it is a string graph, computes the string it repre-
sents, is denoted by STR :HC ⇀ Σ∗. Clearly this function is total on SC , and undefined elsewhere. A
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language L⊆HC is said to be a string graph language if L⊆ SC . Given a HR grammar G that generates
a string graph language, then we write STR(L(G)) for the actual string language it generates. Without
loss of generality, we can assume all terminal labels are of type 2. A string language L ⊆ A∗ is called a
hyperedge replacement string language of order k (k-HRS language) if there is a signature C = (Σ, type)
and a grammar k-HR grammar G over C such that: A ⊆ Σ and ∀x ∈ A, type(x) = 2; G generates a string
graph language; STR(L(G)) = L\{ε}. The class of HRS languages is the union of all k-HRS languages
for k ∈ N. As we remarked in the introduction, these are exactly the multiple context-free languages:

Theorem 2.3 (String Generative Power [6, 20]). For all k ≥ 1,HRS2k =HRS2k+1 =MCFk.

3 New Results

We start by introducing a parallel version of direct derivations and the notion of a table, borrowed from
so-called T0L systems. We then define parallel hyperedge replacement grammars.

Definition 3.1 (Parallel Direct Derivation). Let H ∈HC with EH = {e1, . . .en}, andR be a set of rules. If
for each ei ∈ EH , there is an Ri ∈HC such that (labH(ei),Ri) ∈R, then we say that H parallelly directly
derives H ′ ∼= H[e1/R1, . . . ,en/Rn] (usingR), and write HVR H ′.

Definition 3.2 (Parallel Derivation). Let H ∈HC , S = {Ri | i ∈ I} be a finite set of rule sets indexed by
I, andM an FSA over I. Then H (M-)parallelly derives H ′ (using S) if there is a derivation sequence:

∆ : HVRi1
H1VRi2

· · ·VRik
Hk ∼= H ′

for some k ∈ N such that i1i2 · · · ik ∈ L(M). We write HVM
S H ′, HVi1i2···ik

S H ′, or HVk
S H ′.

Definition 3.3 (Table). A table T is a finite set of rules over Σ such that for each L ∈ Σ, there is at least
one R ∈HC such that (L,R) ∈ T .

Compared to hyperedge replacement grammars, rather than having a set of non-terminals, and only
replacing non-terinally labelled hyperedges, we allow all hyperedges to be replaced, and have a special
set of terminal symbols to allow us to define when it is that a hypergraph is terminally labelled. In fact,
the definition of a table ensures that progress can always be made, and each derivation step necessarily
replaces all the hyperedges, though not necessarily with something different.

Definition 3.4 (PHR Grammar). A parallel hyperedge replacement grammar of order k (k-PHR gram-
mar) is a system G =(C,A,S,T ,M) where C=(Σ, type) is a signature; A⊆Σ is the set of terminal labels;
S ∈ Σ\A is the start symbol; T = {Ti | i ∈ I} is a finite set of tables indexed by I;M = (Q, I,δ , i,F) is
an FSA over I; with max({type(R) | (L,R) ∈

⋃
Ti∈T Ti})≤ k. We call Σ\A the non-terminal labels. The

language generated by G is L(G) = {H ∈HC | S•VM
T H with lab−1

H (A) = EH} ⊆ HC . L⊆HC is called
a parallel hyperedge replacement language of order k (k-PHR language) if there is a k-PHR grammar G
such that L(G) = L. The class of PHR languages is the union of all k-PHR languages for k ∈ N.

Proposition 3.5. The PHR languages are closed under hypergraph isomorphism and are homogeneous.

Proof. By induction on the underlying sequential derivation length, where each parallel derivation can
be broken down into a sequence of direct derivations.

The inclusion of rational control, originally considered for ET0L [3], is a convenience to aid with
the specification of human understandable grammars and the process of combining grammars. On the
surface, one might worry this adds more generative power, making such systems more powerful than that
given by Habel [9], but actually the inclusion of rational control does not increase generational power.
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Definition 3.6 (PHR Grammar Without Control). A k-PHR grammar without control is a tuple G =
(C,A,S,T ) such that (C,A,S,T ,M) is a k-PHR grammar whereM is an FSA which accepts everything.
Its generated language is defined in the obvious way.

Lemma 3.7 (Control Removal). Given a k-PHR grammar G, one can effectively construct a k-PHR
grammar G′ without control such that L(G) = L(G′).

Proof. Let G = (C,A,S,T ,M) and w.l.o.g. suppose that C = (Σ, type), T = {T1, . . .Tn}, and M =
(Q,n,δ , i,F) be deterministic and full with trap state t (see, for example [11]). We make |Q| disjoint
copies of Σ, Σq for each q ∈ Q. Let liftq : Σ→ Σq be defined in the obvious way, for each q ∈ Q, and let
Σ =

⋃
q∈Q Σq. We now construct G′ = (C′,A,S′,T ′):

1. C′ = (Σ′, type′) with Σ′ = {S′}∪Σ∪Σ, type′|{S′} = (S′ 7→ type(S)), ∀q ∈ Q, type′|Σq = type◦ lift−1
q ,

and type′|Σ = type;
2. S′ = lifti(S);
3. T ′ = {T ′i | i ∈ (n×Q)∪{END}} where:

(a) ∀i ∈ n,q ∈ Q,T ′(i,q) =R⊕{(liftq(L), liftδ (q,i)(R)) | (L,R) ∈ Ti}
(b) T ′END =R⊕ ({(lift f (X),X) | f ∈ F,X ∈ Σ}∪{(liftq(X), liftt(X)) | q ∈ Q\F,X ∈ Σ});

whereR= {(X ,X•) | X ∈ Σ′} and ⊕ denotes relational override.
First, we show L(G) ⊆ L(G′). By definition, G ∈ L(G) if and only if it is terminally labelled and

there is a derivation ∆ : S•Vi1
T G1V

i2
T · · ·V

il
T G for some l ∈N such that i1i2 · · · il ∈ L(M). Notice how

the FSAM starts in the initial state i and then after reading i1 advances to some state, let’s call it qi1 ,
and then after reading i2..., and then after reading il advances to some state, let’s call it qil . Now, it must

be the case that qil ∈ F . Our construction of G′ means we can simulate the derivation ∆′ : S′• V
(i1,qi1 )

T ′

liftqi1
(G1)V

(i2,qi2 )

T ′ · · ·V(il ,qil )

T ′ liftqil
(G)VEND

T ′ G, as required.
Finally, to see L(G′) ⊆ L(G), we argue that every derivation in G′ from S′• to a terminally labelled

hypergraph can be transformed into a derivation of the above form, and then we can simply reverse our
simulation to give us the result.

So, suppose we have a derivation in G′ from S′• of length l. If step i ∈ l is an application of T ′(i,q)
that replaces all edges by themselves, then that step can be deleted. If it is an application of T ′END then
it follows that all subsequent steps do nothing to the resultant graph. So, we can assume w.l.o.g. that
any such derivation is a (possibly empty) sequence of direct derivations using a table T ′(i,q) possibly
followed by a direct derivation using the table T ′END. Now, any derivation sequence that does not end
with an application of T ′END necessarily must have derived a non-terminally labelled hypergraph, so we
can discount such derivation sequences. Next, due to the construction of our tables, any of the prescribed
derivation sequences we are left with are exactly of the form from the forward direction of the proof
(formally, by induction on derivation length), so have a corresponding derivation in G from S•.

Our next theorem confirms that PHR languages strictly contain the HR languages, as expected. We
note that our statement is actually stronger than Theorem 3.3 of Habel’s book [9], which sketches a proof
for only k ≥ 2. First, we provide an intermediate result (which is used both now, and later on):

Proposition 3.8. L = {a2n | n ∈ N} is an ET0L language but not MCF. Moreover, it is not semilinear.

Proof. It is easy to see that G = ({a},{a},a,{{(a,aa)}}) is an ET0L grammar with L(G) = L. Recall
that a language is semilinear if and only if it is letter-equivalent to a regular language [16]. Since L is a
language on only one symbol it must be semilinear if and only if it is a regular language, but clearly it is
not a regular language! But all MCF languages are semilinear, so it must be the case that L is not.
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Theorem 3.9 (PHR Generalises HR). For k ≥ 0,HRk ( PHRk.

Proof. Suppose C = (Σ, type) and G = (C,N,S,R) is a k-HR grammar with R = {r1, . . . ,rn}. Then we
construct a k-PHR grammar G′ = (C,A,S,T ) with A = Σ \N and T = {T1} where T1 =R∪{(X ,X•) |
X ∈ Σ}. Clearly every parallel direct derivation with start hypergraph G can be decomposed into at most
|EG| direct derivations where if an edge is replaced by itself, we omit it, and if a genuine replacement
from R occurs, we use that. So, by induction on derivation length, we see that every parallel derivation
in G′ can actually be written as a derivation in G. Similarly, every direct derivation in G can be lifted to a
parallel derivation in G′ by replacing all but one edge by itself. So, by induction on derivation length, we
see that every derivation in G can be written as a parallel derivation in G′. Thus, together with the fact
that the terminal symbols and start symbol coincide, we have that L(G) = L(G′).

To see strictness, we are inspired by the fact that the string language {a2n | n ∈ N} is ET0L but not
MCF (Proposition 3.8). We will show there is a 0-PHR language that is not k-HR for any k ∈ N. Let
G = (C,A,S,T ) be the 0-PHR grammar with C = ({�},{(�,0)}), A = {�}, S = �, and T = {T1}
where T1 = {(�,�•t�•)} (t denotes disjoint union of hypergraphs). Clearly L(G) is the language of
hypergraphs over C with 2n hyperedges. By Theorem 2.2, L(G) is not a HR language, as required.

Corollary 3.10. PHR languages need not have only linear growth, in the sense of Theorem 2.2.

We now turn our attention to string languages. We believe our definition of parallel hyperedge
replacement string languages is a genuinely new class of languages containing both the multiple context-
free languages and the ET0L languages. It is not simply equal to the (parallel) multiple context-free
languages because these are known to be incomparable with ET0L [14]. Recall that the hyperedge re-
placement string languages are exactly the multiple context-free languages. We will confirm that parallel
hyperedge replacement string languages contain all of these and also all of the ET0L languages.

Definition 3.11 (Generated String Language). Given a PHR grammar G that generates a string graph
language, then we write STR(L(G)) for the actual string language it generates.

Proposition 3.12. Given a PHR grammar G=(C,A,S,T ) that generates a string graph language. w.l.o.g.
we can assume all terminals are of type 2. Moreover, if the generated language is non-empty, then the
start label S must be of type 2. In any case we can assume this w.l.o.g..

Proof. Any symbol labelling an edge of a string graph necessarily has type 2. Any terminally labelled
string graph has only terminal symbols labelling its edges. Thus only the type 2 terminal symbols are
used to label the terminally labelled string graphs. We can safely delete the other symbols from the
terminal set A. For the next part, using the fact that the generated language is non-empty, there is a
derivation sequence from S• to some string graph G. Since G is of type 2, it follows by induction on
derivation length (as in the proof of Proposition 3.5) that S• is of type 2, thus S is of type 2. Finally, to
deal with the w.l.o.g. statement, if the generated language is empty, then we can just have no tables and
choose S to be a type 2 symbol.

Definition 3.13 (PHR String Language). A string language L⊆ A∗ is called a parallel hyperedge replace-
ment string language of order k (k-PHRS language) if there is a signature C = (Σ, type) and a grammar
k-PHR grammar G over C such that: A⊆ Σ and ∀x ∈ A, type(x) = 2; G generates a string graph language;
STR(L(G)) = L\{ε}. The class of PHRS languages is the union of all k-PHR languages for k ∈ N.

Proposition 3.14. HRS0 =HRS1 = PHRS0 = PHRS1 = { /0,{ε}}.
Proposition 3.15. Given a k-PHR grammar G, one can effectively construct a k-PHR grammar G′ such
that: all terminals and the start label S are of type 2; and all hyperedges in rules are proper; L(G) = L(G′).
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Definition 3.16 (Useless Symbols). Given a PHR grammar G over C = (Σ, type). Call a symbol X ∈ Σ

useful if it occurs as a label of some hypergraph in a derivation from the start hypergraph to any terminally
labelled hypergraph.

The following characterisation follows from Theorem 2.1 with not much work:
Proposition 3.17. Given a PHR grammar G = ((Σ, type),A,S,T ). A symbol X ∈ Σ is useful if and only
if it is both generating (∃n ∈ N,∃G ∈ HC ,X• Vn G and labG(EG) ⊆ A) and reachable (∃n ∈ N,∃G ∈
HC ,S•Vn G and X ∈ labG(EG)).

Moreover, we can iteratively compute the useless symbols in the usual way for context-free grammars
(see, for example, Section 7.1 of [11]). Note also how we used the form of grammars without control in
that result - it is much more fiddly to define if have to handle control within the derivations.
Proposition 3.18. Given a k-PHR grammar G, one can effectively construct a k-PHR grammar G′ such
that there are no useless symbols and L(G) = L(G′).

Next, we have a result about ET0L grammars which we will also need to show Lemma 3.20:
Proposition 3.19. Given an ET0L grammar G, one can effectively construct an ET0L grammar G′) such
that all rules necessarily have non-empty RHSs and L(G)\{ε}= L(G′).
Proof. This is due to Theorem 1.6 of Part V of Rozenberg and Salomaa [17] where they show that every
ET0L grammar has an equivalent EPT0L grammar, up to treatment of the empty string.

Lemma 3.20 (PHRS Generalises ET0L). ET OL= PHRS2 and for k ≥ 4, ET OL( PHRSk.
Proof. First we show ET OL ⊆ PHRSk for all k ≥ 2. Suppose L is an ET0L language, then by Propo-
sition 3.19 there exists an ET0L grammar G = (V,A,S,{Ti | i ∈ I}) such that no rule contains the empty
string and L \ {ε} = L(G). It follows that every rule can be encoded as a hyperedge replacement rule
over C′ = (V,V ×{2}) giving us a 2-PHR grammar G′ = (C′,A,S,{{(L,R•) | (L,R) ∈ Ti} | i ∈ I}) with
L(G = STR(L(G′)).

Next, we show that PHRS2 ⊆ ET OL. Suppose L is a 2-PHRS language, then there is a 2-PHR
grammar G = (C,A,S,{Ti | i ∈ I}) generating a string graph language such that L \ {ε} = STR(L(G)).
Due to Propositions 3.15 and 3.18, we can assume all the symbols are of type exactly 2, all hyperedges
occuring in the RHSs of rules are proper, and that there are no useless symbols in the signature. By
induction on derivation length, it is then obvious that any derivation that ends with a string graph must
be such that all sub-derivations derive only string graphs. In particular, this means all rules have string
graphs as their RHSs. Every such grammar can be converted into an ET0L grammar.

Finally, strictness follows from Theorems 2.3 and 3.9, and the proof of Theorem 8 of [14].

Corollary 3.21. There are 2-PHRS languages that are not semilinear.
Proof. Lemma 3.20 gives us a 2-PHRS language which is not semilinear by Proposition 3.8.

Lemma 3.22 (PHRS Generalises MCF). For k ≥ 2,HRSk ( PHRSk.
Proof. This follows from Theorem 2.3, and Theorem 3.9 and its proof. We get strictness from Proposi-
tion 3.8 together with Lemma 3.20.

Conjecture 3.23 (CS Generalises PHRS). PHRS ( CS .
We have shown (not included in this paper, using Lemma 3.7) that we have ε-free substitution clo-

sure. If we can show full substitution closure and closure under rational intersection, then we have:
Conjecture 3.24 (Substitution-Closed Full AFL). For k ≥ 2, PHRSk and PHRS are substitution-
closed full abstract families of languages.
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The following corollary and its contrapositive, to the above conjecture, are extremely important:

Corollary 3.25. For k ≥ 2, PHRSk and PHRS are closed under inverse homomorphisms. Moreover,
if a group has a PHRS word problem for some given presentation, then all presentations necessarily do.

Our final conjecture is wide reaching due to its corollary (assuming Conjecture 3.24 is true):

Conjecture 3.26 (WP Double Torus). The fundamental group of the double torus admits a PHRS word
problem which is neither a MCF nor ET0L language.

Corollary 3.27. The word problem of any surface group is a PHRS language.
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